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The Church of England Ethical Advisory Group provides independent ethical investment advice to the Church of England’s three National Investing Bodies detailed below:
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Artificial Intelligence already affects almost every aspect of our lives. AI powers websites, Big Tech companies, commerce and research. AI is already being deployed in financial services, human resources, policing and social services. In general terms the deployment of artificial intelligence is running much faster than public awareness of the technology and good governance.

There is immense potential for good in AI and in Big Tech companies but this is combined with significant potential for harm to individuals and to societies. This has huge implications for responsible Christian investors.

Over the last five years there have been many attempts to identify sound principles to undergird the ethical development of new technologies. The OECD AI principles adopted in May 2019 are the most widely accepted summary:

1. inclusive growth, sustainable development and well-being;
2. human-centred values and fairness;
3. transparency and explainability;
4. robustness, security and safety; and
5. accountability.

The Rome Call for AI Ethics from February 2020, signed by Pope Francis and many others, calls for similar principles.

The application of technology is developing rapidly. Responsible investors will need an awareness of this and of the considerable imbalances of power which are created by the scale of the Big Tech companies and the challenge of holding large multinational companies to account.

In this context, I warmly welcome this report from the EIAG which presents a helpful survey of the field and roots the discussion of the ethics of technology in the Christian tradition. I commend the principles outlined here and the need for ongoing reflection on the impact of technology on all our lives.

Steven Croft is the Bishop of Oxford. He was a member of the House of Lords Select Committee on Artificial Intelligence and a founding Director of the UK Government’s Centre for Data Ethics and Innovation.
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Executive summary

By Big Tech we mean the world’s largest internet and technology companies such as Alphabet, Amazon, Apple, Meta, Twitter and Microsoft, as well as Alibaba, Baidu and Tencent. These are companies that in the last decade or two have spearheaded many of the most innovative developments in digital communications and artificial intelligence through the development and deployment of a large number of new technologies, such as machine learning, and the monetisation of personal data.

Our concern is not so much with company-specific issues as with certain themes that many of these tech companies have in common. These cluster around a business model which draws on the aggregation of very large amounts of personal data, the analysis of that data by algorithm-based machine learning methods in order to predict human behaviour, and the monetisation of these predictions. We choose this as the central theme of analysis of Big Tech because in our judgement this is an underlying dynamic of Big Tech companies which generates many of the other concerns often associated with them, from design choices that exploit users’ vulnerabilities and behavioural biases to issues about data privacy, and from algorithmic bias to the problems of content moderation.

As complex technologies develop, as regulatory measures oscillate, as investor sentiment shifts and as public awareness of the human-scale impacts increases, the EIAG expects the tech ecosystem to continue to evolve. This Advice is therefore not intended to be a prescriptive final word but rather to set out high-level principles, grounded in the Bible and Christian theology, to allow the National Investing Bodies of the Church of England to steward their investment assets in this fast-moving sector in a way that is manifestly Christian.

Whilst these principles are derived from a reading of Scripture and of Christian theology and ethics, they are not only for the Church and for Christians. Christians believe that Jesus Christ is the one through whom the whole world was created and in whom it will be fulfilled. It follows that these principles describe understandings and commitments which are valid for wider society, for social, economic and political institutions, indeed for everyone.

1 **Flourishing as persons.** First, we are called to flourish as persons and to enable others to do so. We can understand the meaning of human flourishing by giving examples of its absence. Poverty, for example, implies a lack of flourishing, as do being enslaved or oppressed.

2 **Flourishing in relationship.** Second, we are called to flourish in relationship. The biblical vision of shalom is a profoundly relational one, in which nothing and no one exists by and of themselves, but only in relationship to others. Flourishing in community is the flip side of flourishing as persons: we are created not as individuals, but as persons for each other.

3 **Standing with the marginalised.** Third, we are called to stand with the marginalised. Jesus declares that he has come to bring good news to the poor, release to the captives, and freedom to the oppressed. There is a constant refrain throughout Scripture that God cares for the smallest, the weakest and the least powerful.

4 **Caring for creation.** Fourth, we are called to care for creation. There is a sense throughout much of Scripture that the natural world is not just inert matter, but is capable of praising God. This suggests that it is not only to be treated well because it is in human interests to do so, but that it is to be loved and cherished for its own sake.

5 **Serving the common good.** Finally, we are called to serve the common good. All of the different dimensions of shalom are encompassed within a holistic condition of peace and justice that is shared by all. It is a vision of the good that is held in common by all, from which all benefit and to which all contribute. It is a universal vision of the good, in which not only human beings participate, but also the whole of creation. The idea of the common good, an idea that is opposed to both individualism and collectivism, captures some of this sense.
In applying these five principles to our thinking about Big Tech companies, this Advice sets out a basic requirement that Big Tech companies take moral responsibility for the products and services they create, to ensure that these align with the five principles outlined above. In particular it recommends that the sector makes public commitments, including:

- a commitment to verifiable transparency;
- a commitment to promote human-centred design;
- a commitment to enable the flourishing of children and other vulnerable groups;
- a commitment to foster a tech ecosystem that serves the common good.

There need be no basic conflict between Big Tech companies doing the right thing ethically and doing what is in their and their shareholders’ long-term interests. However, if they behave in ways that undermine public trust, they erode their public licence to operate, which in turn carries business risks and creates long-term implications for investor confidence. By contrast, to the extent that they enjoy and deserve public trust, they reward long-term investor commitment and make a genuine contribution to the common good.
The Policy of the Church of England
National Investing Bodies

POLICY AMBITION

1 The National Investing Bodies (NIBs) of the Church of England have the ambition to be at the forefront of institutional investors’ approach to responsible investment in “big tech”, sensitive to and consistent with the ethical thinking of the Church of England. We are supported in this ambition by the Ethical Investment Advisory Group, who provide additional expertise to help navigate business, investment, ethical and theological considerations.

2 Big Tech companies have grown significantly in size and influence over the last 20 years, and are widely seen as a core part of more sustainable investment allocations. Currently (early 2022), Big Tech companies comprise approximately 13% of the global index and regularly appear in the top 10 holdings lists of the NIBs, and most institutional investors. They have the potential to constitute “systemic” risks and opportunities, and are therefore a significant focus for active ownership strategies.

3 The NIBs have engaged directly with big tech companies for many years on topics including corporate governance, human rights, taxation, executive remuneration, and content moderation. However we believe the variety, size, technical nature, and rapidly changing picture of these companies’ impacts on society warrants dedicated responsible investment analysis, advice (provided by the EIAG), and a dedicated policy.

RATIONALE

4 Having considered and welcomed the EIAG’s comprehensive Advice, the NIBs note the pervasive impacts (both positive and negative) of these companies on society. We note their (and our) moral responsibility in relation to those impacts, and commit to continue our active ownership in relation to “big tech” companies.

5 The advisory themes apply to target companies in different ways, and to different degrees at different times. Some themes, including for example the surveillance economy, are most relevant to only a subset of big tech companies. This has led us to emphasise the need for case-by-case assessment and direct engagement.

6 We note that due to the nature of some ownership structures, which limit the ability for asset owners to exert influence through voting rights, we therefore also commit to supporting improved public policy and regulation of big tech companies, consistent with EIAG advice, and support wider Church initiatives in this area.

7 We also emphasise our potential role in the development of relevant industry standards, particularly where regulation and policy are not yet in place. This is because we do not believe comprehensive industry standards exist for big tech companies, though we have contributed to some progress, for example investor expectations on big tech and human rights. We believe that investor involvement in industry standard setting reflects an opportunity for investors to drive change in an effective and efficient way.

APPROACH

8 Informed by the Advice and the five theological principles identified by the EIAG, our approach focuses on the following four overarching themes. In general, and consistent with best practice in responsible investment, we encourage companies to reflect on the impacts of their technologies, have robust policies and procedures which allow them to act on those reflective insights, and explain how the design and outcomes of their technologies have been controlled in a way that is consistent with

the four themes outlined below. We call on companies to demonstrate:

a. **a commitment to verifiable transparency**
   From a user perspective, policies, terms and conditions, and consent processes should be clear, concise, and easy to find. Enhanced information related to impacts on users and society should be provided. Where possible, data on actual or potential impacts of new technologies on society should be made available.

b. **a commitment to “human-centred design”**
   Safety and fairness for users should be prioritised, particularly in relation to algorithmic processes and outcomes. Ethical considerations, including the risk of adverse impacts on users and society, should be incorporated into company governance and risk management processes.

   Users should have a choice over how algorithms and persuasive technologies impact their online experiences. For example, they should be able to turn off algorithms that curate their content feeds; provide recommendations or nudges; they should be able to switch off personalised advertising; and choose alternative recommendation systems.

   Users should know how their data is collected, what it being used for, how it is aggregated and/or anonymised and how it is altered. Users should be able to exercise “data rights”, such as the removal of personal data and portability between platforms.

c. **a commitment to enable the flourishing of children and the vulnerable**
   Children and other vulnerable groups deserve enhanced protections. For example, in relation to social media, age verification, profiling (by both advertisers and algorithmic systems), nudges, addiction, and harmful content.

d. **a commitment to foster a flourishing and well-governed tech ecosystem for the benefit of the common good**
   Companies should establish Board responsibility for the ethical and social impacts of their business, particularly data and algorithmic systems.4

9. The NIBs, collectively, seek to address these topics through three strands of active ownership:

a. **Direct Engagement** involving identifying appropriate data points to assess and engage relevant holdings and to monitor company progress over time. Some data points exist, but some may need to be developed. This strand will involve company-by-company assessments, as well as acting in collaboration with other asset owners, as appropriate.

b. **Public Policy and Regulation** involving support for more effective regulation of big tech companies, consistent with the EIAG’s Advice. This may include support for wider church initiatives that foster a culture of moral responsibility, assess tech impacts on society from a theologically informed perspective, and suggest steps to improve performance.

c. **Industry Standards** working with or forming/leading global collaboration among investors to drive global standards of best practice and transparency in big tech. To date, in relation to big tech, we have been supporting global coalitions of investors active on Human Rights, content moderation, and artificial intelligence.

---

The Advice: Background

1. This Advisory Paper has been produced in response to a request by the Church of England National Investing Bodies to provide advice to enable them to act as distinctively Christian institutional investors in relation to Big Tech companies. It is intended (i) to offer theological and practical insight to help them understand how, where and why investing in Big Tech companies may or may not be consistent with Christian values; (ii) to contribute towards a shared public understanding of the role of tech in society; and (iii) to develop the basis in Christian ethics for investment policy decisions in relation to Big Tech.

2. This report was written in conjunction with and on the advice of the Mission and Public Affairs Council of the Archbishops' Council. It has been informed by a series of roundtables on theological and investment aspects of Big Tech, followed by three “ThinkIns” with leading independent experts hosted by Tortoise Media, and finally a meeting with Big Tech industry leaders hosted from Lambeth Palace by the Archbishop of Canterbury. A very wide range of opinions was expressed at these meetings: this report draws on these but makes no attempt to do justice to them all or to provide a comprehensive overview of them. A list of speakers at each event is listed in the acknowledgements at the end of this report.

WHAT WE MEAN BY BIG TECH

3. Big Tech is a name often informally used for the world's largest internet and technology companies such as Alphabet (parent company of Google and YouTube), Amazon, Apple, Meta (parent of Facebook, Instagram and WhatsApp), Twitter and Microsoft, and (notwithstanding the rapidly shifting regulatory contexts) it also often includes Alibaba, Baidu and Tencent (parent of WeChat). These are companies which in the last decade or two have spearheaded many of the most innovative developments in digital communications, artificial intelligence, internet search, social media, cloud computing web services, and the like. This has involved developing and deploying a large number of new technologies, such as machine learning, and new business models, such as the monetisation of personal data. Many other companies, notably telecommunications companies, use similar technologies and business models, but by virtue of their market dominance it is the tech giants that have attracted the most attention.

THE SCOPE OF THIS ADVISORY PAPER

4. The concern of this advice paper is not so much with company-specific issues, as with certain themes that many of these tech companies have in common. These cluster around a business model which is novel in drawing on the aggregation of very large amounts of personal data, the analysis of this data and associated metadata by algorithm-based machine learning methods in order to predict human behaviour, and the monetisation of these predictions, notably through marketing to advertisers. We will usually refer to it as the “attention economy” business model, data extraction or a “surveillance business model”.


4. In 2017, Tim Wu asserted, “Human attention, valuable and limited in supply, is a resource. It has become commonplace, especially in the media and technology industries, to speak of an ‘attention economy’ and of competition in ‘attention markets’” and noted, “Firms like Facebook and Google, which have emerged as two of the most important firms in the global economy, depend nearly exclusively on attention markets as a business model.” Tim Wu, “Blind Spot: The Attention Economy and the Law”, Antitrust Law Journal, vol. 82, no. 3 (2019), available at: https://scholarship.law.columbia.edu/faculty_scholarship/2009/.

James Williams, winner of the Nine Dots prize, describes the attention economy as “the environment in which digital products and services relentlessly compete to capture and exploit our attention. In the attention economy, winning means getting as many people as possible to spend as much time as possible with one’s product or service.” James Williams, Stand out of our Light: Freedom and Resistance in the Attention Economy (Cambridge: Cambridge University Press, 2018), available at: https://doi.org/10.1017/9781108453004.
5 We choose this as the central theme of analysis of Big Tech because in our judgement this is an underlying dynamic of Big Tech companies that generates many of the other concerns often associated with them, from design choices which exploit users' vulnerabilities and behavioural biases to issues about data privacy, and from algorithmic bias to the problems of content moderation. These specific issues, and many others, are related to each other through this core method of creating value.

6 It should be noted that not all Big Tech companies currently depend on an attention economy or surveillance business model to the same extent. Apple, for example, while it has been subject to criticism for some of its business practices, has to date publicly eschewed many of the practices associated with data extraction and has made protection of user privacy one of its differentiating selling points. The focus of this review is on the core business of the collection, aggregation and analysis of data about people to make predictions that influence people’s future behaviour. The way companies maximise their data collection, analysis and predictive technologies is likely to be the source of value creation in the medium to long term and will have enormous influence over people and society across the world.

7 Not all activities by Big Tech companies are therefore of central concern for this advisory paper. Cloud-based infrastructure services, for example, have been the subject of heavy investment by Amazon, Microsoft and Google, and whilst there are privacy and environmental concerns, which the NIBs may engage with, these services are not a primary focus of this Advice.

8 The Ethical Investment Advisory Group has published advice papers that are relevant for activities of Big Tech companies which are not discussed in this paper. Environmental issues such as planned obsolescence, the high energy
consumption of computational tech (including the indefinitely expansive future energy needs of machine learning applications), and the dependence upon minerals such as cobalt, lithium, neodymium or terbium are significant issues for Big Tech companies to address. Corporate tax practices and fair treatment of employees and supply chains are also of vital importance. Relevant advice on such issues is published in EIAG papers, including:

- Climate Change Policy;
- Corporate Tax Policy;
- Executive Remuneration Policy;
- Extractive Industries Policy and Advice;
- Human Rights Policy;
- Supply Chain Engagement Framework; and
- Supply Chain Paper.

The ground covered by these is not repeated here.

9. For all these reasons, the engagement decisions made by investors and the priorities they pick out will vary from company to company.

10. Some other activities of individual companies will be of particular interest and concern to Christian thinking, but are not covered in current EIAG advice. For example, Alphabet, through its biotech subsidiary Calico (an acronym for the California Life Company), has invested significantly in research into age-related diseases. While there is unquestionably much important research needed to assist in tackling the diseases and debilities associated with aging, Calico has been widely reported as being motivated by the aim of defeating death itself. Regardless of the realism of the aspiration, this is instructive about an ethos evident among some big tech company founders.

11. The use of artificial intelligence is critical to the operation of the attention economy business model, and Big Tech companies are heavy investors in AI research and development. However, there are many aspects of AI that are not immediately related to the attention economy model and so are not covered in this paper: These can be listed under three headings. First, practical applications of AI: these include its use or potential use in medical diagnosis, the determination of insurance risk, policing, judicial and penal decision-making, facial recognition, education, smart homes, smart toys, etc. Second, the threat to jobs from AI-automated businesses: some argue that AI technologies will make human jobs obsolete, while at the same time there has been a proliferation of precarious jobs through the rise of gig-economy businesses such as Uber or Deliveroo. Third, longer-term and speculative concerns about general-purpose artificial intelligence (“strong AI”), the possibility of hostile superintelligences, and so on.

12. Finally, it should be noted that this review is weighted towards discussion of Big Tech companies based in the United States, though we will also draw out some relevant considerations with regard to issues raised by China’s growing Big Tech sector.

THE CHURCH AND BIG TECH

13. Why does the Church of England concern itself with questions about Big Tech? The first reason is that it is itself a major user of Big Tech products. Many churches will have Facebook


10. Daniel Susskind, A World without Work: Technology, Automation and How We Should Respond (London: Penguin Books, 2020). For example, when WhatsApp was purchased by Facebook for $19.5bn in 2014 it had 55 employees, giving it a market capitalisation-to-employee ratio of $345m. By comparison, when EE Ltd was acquired by BT Group in 2015 for $19.5bn it had 13,000 employees giving it a market capitalisation-to-employee ratio of $1.5m.

11. “[G]eneral-purpose AI, that is, machines that can quickly learn to perform well across the full range of tasks that humans can perform... has been the goal of AI since the beginning. We’re not there yet, but if, as most experts believe, it’s a plausible outcome in the next few decades, we must prepare for the potential consequences.” Stuart Russell, “AI and the Economy”, BBC Reith Lectures 2021 — Living with Artificial Intelligence (Lecture 3), available at: https://www.bbc.co.uk/programmes/m0012fnc.
A second reason is the size and dominance of Big Tech companies: the companies listed earlier form seven of the ten largest global companies by market capitalisation and five of them collectively make up 15.36% of the MSCI World Index. The National Investing Bodies are investors in many tech companies. As socially responsible investors, they have a long-standing commitment to engagement with funds and companies they invest in on all environmental, social and governance matters. Their engagement is informed by ethical and Christian biblical and theological perspectives, which show how fundamental commitments of Christian faith bear on matters of public concern.

A third concern surrounds the financial and investment consequences for the NationalInvesting Bodies of the activities of Big Tech. For example, the impact of social media on the stability of democratic processes and democratic society is liable to affect the value of their investments. Similarly the dissemination of disinformation or fake news on social media has been increasing in recent years and can lead to apathy, extremism and poor policy decisions damaging business confidence, at least in the short term. The virality of misinformation on COVID-19, identified by the UN secretary-general as a “global enemy”, has been blamed for a large number of unnecessary deaths and has wrought damaging consequences at a societal level, including for public health care systems. The negative potential and realised impacts of Big Tech companies is an increasingly widespread concern, leading to questions about their social license to operate: that companies address these issues quickly and effectively is fast becoming essential to regaining trust from stakeholders and sustaining their credibility.

The Church however has a role not just as an investor, but also as a body that seeks to contribute to public moral debate and understanding. Beyond the investment concerns, the phenomenon of Big Tech raises questions about the nature of human freedom, human dignity and human identity, as well as about the nature of technological development and the relation of private enterprise to the common good, that are of central concern for Christian thinking. These questions are not specific to tech companies or to investment in them, and they require deep reflection about the fabric of our society and what we truly wish to value. Answering them is not only a matter for tech leaders, journalists or politicians, but involves a “whole of society” approach in which religious bodies also have a role, alongside thought leaders, civil society advocacy groups, educationalists, industry specialists, investors, and others. Many of the responses Christians may make to tech developments will be more widely...

---

15. Churches need to be aware that they are as vulnerable to spreading negative or fake news on social media or the temptation of chasing virtual “likes” as any other actors, and may themselves be subject to the same social-media induced patterns of polarisation. See “Facebook’s Next Target: The Religious Experience”, The New York Times, 25 July 2021, available at: https://www.nytimes.com/2021/07/25/us/facebook-church.html.
shared across society, but others may be more distinctly Christian in conception.

THE STRUCTURE OF THE PAPER

Because this paper seeks to set out the discussion in theological and ethical contexts, we start with an account of some theological pointers for helping us to think about Big Tech (Section II). We then discuss some of the core features of Big Tech (Section III), before drawing out recommendations (Section IV).
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Theological background

In this section, we propose five principles that form the framework for our thinking about tech. These principles affirm that human beings live well and are fulfilled when they are:

i. flourishing as persons;
ii. flourishing in relationship;
iii. standing with the marginalised;
iv. caring for the creation;
v. serving the common good.

These principles are valid for all human beings, regardless of their religious beliefs. This section describes them and shows how they can be derived from Christian biblical and theological commitments.

When we ask how we should think theologically about Big Tech, we are faced with an immediate problem. At the time the Bible was written, the digital technologies that we are familiar with were unknown; the internet, artificial intelligence, social media, and the attention economy business model did not exist. So we are not in a position to read off from the surface of the scriptural text how we should think about them in any straightforward way. Nor were biblical writers familiar with many of the conditions that enable and to some extent constrain Big Tech, such as the complexities of the modern economy, the pervasiveness of technological ways of thinking, or the ideals of liberal democracy.

However, a moment’s reflection will help us realise that this does not mean the Bible has nothing to say about the world of Big Tech. The Bible has much to say about the nature of human beings, the ways in which they can flourish, their propensity to sin, and the possibility of their being restored to right relationship with God and with each other. It knows a lot about how economically powerful people use their wealth to exploit the poor, how people communicate with each other using whatever media are available to them at the time, how people can be led astray by manipulative behaviours, how society can be dominated by forces beyond the control of individuals, and many other similar themes. All of this has a bearing on our thinking about Big Tech.

Rather than cherry picking individual biblical texts and trying to correlate them to our present-day concerns, it is better first to see how we are located within the big picture of God’s relationship to the world presented across Scripture as a whole.

One place to start is with Jesus’ own understanding of his mission, as presented by Luke. At the beginning of his ministry, Jesus returns one sabbath to the synagogue in his home town Nazareth, where he reads from Isaiah:

“The Spirit of the Lord is upon me, because he has anointed me to bring good news to the poor. He has sent me to proclaim release to the captives, and recovery of sight to the blind, to let the oppressed go free, to proclaim the year of the Lord’s favour.”

Then he says, “Today this Scripture has been fulfilled in your hearing” (Luke 4.16–21).

The placing of this passage at the start of Jesus’ ministry in the narrative of Luke is deliberate and strategic: it is a programmatic statement of Jesus’ understanding of why he has been sent, which is why it is sometimes called the “Nazareth manifesto”. The passage Jesus reads is taken from Isaiah 61, part of a prophetic vision about the future deliverance promised to God’s people. This vision in part draws on the idea of the Jubilee year found in Leviticus 25, that is, a year when slaves would be freed, debts forgiven, and property returned to its original owner. This in turn is expanded in Isaiah to encompass a holistic understanding of salvation as characterised by shalom, a Hebrew word which is understood in Israel’s Scriptures to refer to a

---

18. Leviticus 25:10–12, New International Version: “Consecrate the fiftieth year and proclaim liberty throughout the land to all its inhabitants. It shall be a jubilee for you; each of you is to return to your family property and to your own clan. The fiftieth year shall be a jubilee for you; do not sow and do not reap what grows of itself or harvest the untended vines. For it is a jubilee and is to be holy for you; eat only what is taken directly from the fields.”
future time of peace and justice, of wholeness and fulfilment—an all-embracing healing of all that has gone wrong and a restoration of relationships between human beings, between human beings and the natural world, and between human beings and God. In saying that this has been fulfilled in their hearing, Jesus is indicating that in his person and ministry, that eschatological future has been made present in all of its dimensions.

A similar idea can be found in Jesus’ teaching about the Kingdom of God. This also has roots in the Old Testament, in declarations for example by the Psalmist that “the Lord reigns” (Psalm 93.1, 97.1). In proclaiming that the kingdom of God is near (Mark 1.15), Jesus is again announcing that in his person and ministry the reign of God celebrated by the Psalmist truly has been made present. This proclamation demands repentance and belief in the good news that God’s reign has indeed come. And it is accompanied by miracles of healing, which are the first-fruits of eschatological shalom: they show that salvation is about reconciliation with God, and yet is also the multi-dimensional restoration of bodies and minds, and of relationships with one another and with the natural world.

Yet Jesus did not come only to preach the Kingdom and to demonstrate its presence in his actions. The gospels also tell that the Son of Man must suffer, be killed, and after three days rise again (Mark 8.31). The New Testament brings out several aspects of the significance of Jesus’ death and resurrection for the salvation of the world, which have been elaborated by theologians. For our purposes, following Paul’s statement that “Jesus was handed over to death for our trespasses and raised for our justification” (Romans 4.25), we may see the cross as God’s decisive “No!” to the sin and evil that harms the creation which from the beginning had been declared good (Genesis 1.31); and the resurrection as God’s decisive “Yes!” that demonstrates the establishment of Christ’s reign over all powers that would oppose it, the ultimate of which is death (1 Corinthians 15.26).

While the powers of sin and death have been defeated, their defeat will only finally be made manifest when God is “all in all” (1 Corinthians 15.28). In the meantime, the Church is called to bear witness to the good news of the Kingdom that Jesus preached, showing in its words and actions what the reign of God looks like. It is to demonstrate how all are called to reconciliation with God through Christ, and to show what that reconciliation looks like in practice in a broken world. The vision of shalom, when God’s reign shall finally be manifest as the fulfilment of creation, is to guide the Church as it seeks to work out what principles would best embody and enable the kinds of relationships to which all human beings are called.

These principles are derived from a reading of Scripture and of Christian theology and ethics, but they are not only for the Church and for Christians. Christians believe that Jesus Christ is the one through whom the whole world was created and in whom it will be fulfilled. It follows that these principles describe understandings and commitments that are valid for wider society, for social, economic and political institutions, indeed for everyone.

(I) FLOURISHING AS PERSONS

First, we are called to flourish as persons and to enable others to do so. It may not be immediately obvious what this means, but the passage Jesus reads out gives us some clues, by giving examples of lack of flourishing. Poverty, for example implies a lack of flourishing, as does enslavement and lack of freedom.

We can generalise this to say that we are to work to oppose anything which prevents people from flourishing as whole persons, in body, mind and spirit. Elsewhere in the gospels, and perhaps here, blindness also refers to the spiritual blindness and poverty of those who are unable
to grasp what the gospels proclaim about Jesus: Christians believe that those who cannot see Jesus for who he is also cannot fully flourish.

(II) FLOURISHING IN RELATIONSHIP

Second, we are called to flourish in relationship. The vision of *shalom* is a profoundly relational one, in which nothing and no one exists by and of themselves, but only in relationship to others. Flourishing in community is the flip side of flourishing as persons: we are created not as individuals, but as persons for each other. God declares that it is not good for Adam to be alone, and so makes Eve as a partner, equally made in the divine image. The commands on which all the law and the prophets hang are commands of love. People are identified by the family or the tribe or the community to which they belong, pre-eminently the communities of Israel and the Church.

This sense of the intrinsically relational nature of human beings is not dissimilar to the African philosophical idea of “ubuntu”, which is often translated as “I am because we are.” It implies that people’s identities exist in a nested series of communal belongings, a complex interweaving of familial, geographical and associational ties which provide them with a sense of belonging and to which they owe a level of obligation in return. One implication of this is that the notion of human rights is better understood, not as the protection of atomistic individuals over against an impersonal society, but in the context of a network of relationships by which persons are already constituted, and against whose injustices they may rightly need to appeal.

(III) STANDING WITH THE MARGINALISED

Third, we are called to stand with the marginalised. Jesus declares that he has come to bring good news to the poor, release to the captives, and freedom to the oppressed. There is a constant refrain throughout Scripture that God cares for the smallest, the weakest, and the least powerful.

Within Israel, God’s care for those who are vulnerable and excluded is shown in the command in Deuteronomy, “Open your hand to the poor and needy neighbour in your land” (Deuteronomy 15.11), and in Isaiah’s pronouncement of the fast that God chooses, “to loose the bonds of injustice, to undo the thongs of the yoke…to share your bread with the hungry, and bring the homeless poor into your house” (Isaiah 58.6–7). Jesus tells a rich man who was already obeying all the other commands to sell what he owns and give the money to the poor (Mark 10.17–22). And the judgement of the nations will be based on whether individuals and nations give food to the hungry, welcome to the stranger, clothing to the naked, and visits to those in prison (Matthew 25.31–46). Taking the side of those who suffer from abuses of power, are vulnerable to structural bias in the operation of systems, or are likely to be the target of discriminatory or prejudicial behaviours, is a non-negotiable feature of any ethics that claims to be based on Scripture.

(IV) CARING FOR CREATION

Fourth, we are called to care for creation. One of the features of the Jubilee year in the Bible, the year of the Lord’s favour that Jesus proclaims, was that there was to be no sowing or harvesting; the land was to be allowed to rest and lie fallow, itself freed from the necessity of toil (Leviticus 25.10–12). Like the people who work on it, the soil also is an active contributor to the common good. The vision of *shalom* is one of all-encompassing peace and harmony, including between animals that would naturally prey on one another: the wolf shall live with the lamb, “for the earth will be full of the knowledge of the Lord, as the waters cover the sea” (Isaiah 11.6–9).

“The earth is the Lord’s, and all that is in it” (Psalm 24.1). At its creation God declared it to be good, and human beings, made in the image of God, are called to tend it and work for its good.
But it too has been affected by the fall. Because of Adam’s sin, it brings forth thorns and thistles, and is groaning with labour pains as it awaits in eager longing to share in the freedom of the glory of the children of God (Romans 8.19–23). Then too it will be able to join in the praise of the Creator to which the Psalmist summons it: “Praise him, sun and moon; praise him, all you shining stars!” (Psalm 148.2). There is a sense throughout much of Scripture that the natural world is more than inert matter, but possesses some level of agency. This suggests that it is not only to be treated well because it is in human interests to do so, but that it is to be loved and cherished for its own sake.

(V) SERVING THE COMMON GOOD

Finally, we are called to serve the common good. All of the different dimensions of shalom that we have discussed are encompassed within a holistic condition of peace and justice that is shared by all. It is a vision of the good that is held in common by all, from which all benefit and to which all contribute. It is a universal vision of the good, which is participated in not only by human beings, but by the whole of creation. The idea of the common good, developed especially in Roman Catholic social teaching in opposition to both individualism and collectivism, captures some of this sense.

The language of the kingdom of God underlines the thought that this common good is not just finally a secular ideal. No—this worldly conception of the good can fully capture the meaning of the eschatological realisation of God’s reign, in which death has been defeated and the ruling powers of this age have been destroyed, in which “mourning and crying and pain will be no more” (Revelation 21.4).

These five principles provide the background against which we think about Big Tech and make recommendations. They should be understood as guiding principles which require constant further thoughtful and imaginative exploration in relation to particular circumstances, rather than a tick-box exercise which can be checked off and then ignored. Moreover, although they are drawn from the Hebrew vision of shalom and Jesus’ preaching of the reign of God, they are principles that are relevant for everyone, both those who are Christian and those who are not. And they are also relevant both for individuals and for society as a whole—for communities, voluntary organisations, businesses and governments alike.
The impact of Big Tech’s products and services cannot be overstated. Over half the world’s population, several billions of people, use their products every day. Apple, Microsoft, Alphabet, Amazon, Meta and Tencent are among the world’s largest companies by market capitalisation, replacing the oil, mining and banking giants of old. Many of them are worth more than the Gross Domestic Product of most medium-income countries. But it is possible for companies to become very large and have no significant effect in changing personal, social and political realities: arguably of greater importance than their sheer size has been how they have change the world for people in a multiple of ways.

The scale of their achievements and the possibilities tech companies make claim to are extraordinary—and yet, as Tim Wu observes of Facebook, its success is not due to a high level of invention. Many of the products and services offered by Big Tech are made possible by the invention and development of key technologies financed heavily in their early stages by public sector funds (such as the US government) as well as significant public infrastructure improvements (such as Openreach in the UK). These publicly-financed enabling technologies such as solid-state drives, liquid crystal displays, signal compression algorithms, GPS and Siri—the voice-activated assistant—are all vital components of what makes a smart phone such as the iPhone “smart”, as illustrated in the diagram below.

Amongst the benefits enabled by these technological advances are:

- connecting people with families and friends—whilst synchronous communication such as SMS has facilitated the sustaining of relationships both near at hand and over great distances, Big Tech products have made use of technological advances to create products offering increased levels of ease, cost and immediacy;
- providing access to information and knowledge with a speed and level of detail and comprehensiveness that was unknown.

![Diagram](image_url)

**Figure 1: What Makes the iPhone so Smart?**

---

24. In 2000, the US Defence Advanced Research Projects Agency, Darpa, commissioned the Stanford Research Institute to develop a proto-Siri, a virtual office assistant that might help military personnel to do their jobs.
when sources of knowledge were paper based (newspapers, encyclopaedias, library catalogues, telephone directories);

• enabling companies to sell to each other and to consumers goods and services of a diversity, quality and price that would never have been possible in days when availability of information was much more imperfect and customers were much more dependent on the vagaries of the suppliers accessible to them;

• supporting the information and communications substructure for governments, businesses, civil society organisations, shared interest groups, and many other bodies, including churches and other religious organisations;

• in many parts of the world, giving access to news and current information where previously there was none;

• bringing access to health and educational services in remote areas;

• accelerating the transition to decarbonisation, for example by leveraging a wealth of public data from fixed sensors, outdoor video footage, navigation devices, and mobile phones to model new urban transportation and infrastructure design;

• providing online banking and insurance services across poorer regions, especially in the Global South;

• making platforms available for individuals to express unpopular opinions, speak out against governments, and mobilise popular protest;

• providing the means of national and international scientific and academic collaboration, hastening new scientific, medical and technological discoveries;

• multiplying and increasing access to and availability of different forms of entertainment;

• opening up the possibility of friendships, including life partnerships, with others who once would have been near impossible to find, through dating apps and the like;

• empowering marginalised individuals who might be unique or unusual in their own communities to meet and to find support groups of sympathetic others.

40 The list could be extended indefinitely. Many of these benefits were not the result of technologies developed by Big Tech companies, even if Big Tech has built on them. Perhaps most transformative of all is that in many central cases these services have been provided free of cost at the point of use. Whilst the world wide web and similar competing graphical information navigation platforms (such as Gopher) were also free and non-commercial, this free-of-cost service differentiated Big Tech products from the incumbent communications channels. Thus, even if there are concerns with the business model that has made this possible, as we shall discuss later, the lack of cost has enabled billions of people across the globe to participate in society in a way never previously possible, people who might otherwise have been excluded because they were unable to afford the subscription. At the same time, it has provided these companies with billions of customers and access to billions of data points.

41 These are examples of ways in which Big Tech has contributed to human flourishing as individuals and in relationships, has empowered the marginalised, and contributed to the common good. One does not have to be a signed-up technological determinist to recognise that the benefits of algorithmic and optimisation technologies deployed by tech companies mean that there will be no going back: any plausible and desirable future will seek to incorporate all these benefits and others.

42 But how is it that some of the most valuable companies in the world, which in some cases have market capitalisations of a trillion dollars or more, can give their products away for free to their users? The business model which lies behind this is less than twenty years old, but
it is revolutionising the economy, culture and society. As we shall see, it depends on (a) the harvesting and aggregation of users’ personal data, (b) the maximising of users’ attention, (c) the analysis of this data by AI/machine learning algorithms, (d) the prediction of users’ future behaviour on the basis of this analysis, and (e) the monetisation of these predictions by marketing them to advertisers, market researchers, product developers and others who can use the data for better understanding their customers and markets. When combined with powerful network effects (i.e., the greater the number of users of a particular platform, the greater the benefit each user derives from the platform) and a high positive viral coefficient (which implies the low cost to companies of acquiring new users), company growth can be explosive. But before we turn to this, we will look first at the cultural, economic, and political background that has made it possible.

(I) BACKGROUND AND ENABLING CONDITIONS

Big Tech did not emerge from a vacuum. It arose in a particular set of historical circumstances, which have decisively affected the way it has been shaped. For a full understanding of it as a phenomenon we therefore need an appreciation of the wider milieu in which it operates. This involves considering the ideological, cultural, social, political and economic structures in which technological development is embedded, but also the dominant narratives, symbols, and values by which a people imagine their collective social life. It will be important not to lose sight of the wider milieu even as we rightly focus our attention on specific features of Big Tech and delineate specific theologically-grounded concerns; this will be essential in keeping moral evaluation tethered to the notion that human existence is fundamentally relational, historical and contextual.

(a) Technology and technological culture

Technology is one of the most characteristic features of the modern world. Its benefits are to be seen in every area of human life as part of everyday existence. A world without the technological advances we are familiar with, in medicine, transport, energy, engineering, communications, manufacturing and computer science, is all but unthinkable to modern people. A return to a world without anaesthetics or antibiotics is one that nobody is likely to wish for.

Technologies can of course be put to good use or bad use. For example, the same social media app that hosted an ad for a cleaning job that lured a victim into domestic slavery also provided the means of rescue by connecting the victim with international human rights organisations. But it would be a mistake to deduce from this that technology or particular technologies are neutral in and of themselves, and that ethical questions only arise over their use. Our technologies, even when used well, shape us in ways which we may not always be aware of, for better and worse. Think for example of the ways in which people’s sense of time and distance has changed as the result of international air travel, or how their relationships with their neighbours and local communities have altered through access to cars and public transport. Technologies affect our sense of what is real and worthwhile in the realm of human existence and social relations.

26. The rate at which new users are generated by referral from existing customers rather than through advertising is known as the “viral coefficient”; successful social media platforms characteristically have high positive viral coefficients. Technology entrepreneur Peter Thiel credits René Girard’s mimetic theory (“We desire what others desire because we imitate their desires.”) for his early investment in Facebook. “Facebook first spread by word of mouth, and it’s about word of mouth, so it’s doubly mimetic,” he said. “Social media proved to be more important than it looked, because it’s about our nature.” Quentin Hardy, “René Girard, French Theorist of the Social Sciences, Dies at 91”, The New York Times, 10 November 2015, available at: https://www.nytimes.com/2015/11/11/art/ international/rene-girard-french-theorist-of-the-social-sciences-dies-at-91.html.


28. George Grant, “The computer does not impose on us the way it should be used”, in Abraham Rotstein (ed.), Beyond Industrial Growth (Toronto: University of Toronto Press, 1976), 117–31.
We discuss below (paragraphs 94–100) some of the specific ways in which the technologies developed by Big Tech companies affect human flourishing and the common good. But it is worth noting in passing that technology as a general feature of the modern world has been the subject of much theological discussion. Some of this has gone beyond the immediate ethics of particular technologies to ask larger questions about what the role of technology is in ways of thinking that characterise the modern world, how it relates to progress, whether or not it distances us from nature, even whether it can act as a surrogate form of salvation. While these themes are not pursued here, they provide important background for a theological understanding of the phenomenon of technology as a whole.

(b) Political and economic backgrounds

The neoliberal political and economic background against which Big Tech originally emerged in the United States is one that has been influential to varying degrees across the developed world since the 1980s. It has been particularly potent in the US, and to a lesser but still significant extent in the United Kingdom and elsewhere. Its tendency is to seek and prioritise market solutions to all matters of innovation, production, distribution and exchange. This entails a scepticism towards the state, a conflation of regulatory bureaucracy with tyranny and authoritarianism, and the concomitant advocacy of low-tax and low-regulation or self-regulation regimes.

Big Tech has flourished in a context where disruptive innovation and new technologies facilitate the rise of new entrants into the market, enabling them to challenge established market positions—the process that the economist Joseph Schumpeter described as “creative destruction.”

But US Big Tech companies have grown from their origins as bright, idealistic start-ups to holding monopoly or near-monopoly positions in their respective markets, they have also benefited from another feature of neoliberal regulatory regimes. In principle, orthodox market economics promotes the importance of perfect competition for the proper and efficient running of markets, but in practice the tendency of individual firms if they are not constrained will always be to seek monopoly control of the markets they operate in.

In the United States, trust-busting has been an important part of the regulatory landscape since the earlier part of the twentieth century; monopolistic control was regarded as being bad for consumers and bad for innovation. But heavily influenced by the Chicago School (which espoused a strong presumption that markets work themselves best without any assistance from government), the regulatory environment has acquiesced in monopolies so long as their power is exercised in a way that is not prejudicial to the consumer, particularly in terms of higher prices.

In contrast, following the creation of the EU’s single market in the early 1990s, Europe has deregulated many of its markets and improved its antitrust enforcement leading to lower prices and less market concentration relative to the US.

There are clear indications that the US is departing from the Chicago School approach to anti-trust regulation.

---


33. For example, the appointment of Lina Khan as Chair of the Federal Trade Commission (FTC) and Tim Wu to the National Economic Council as a Special
In relation to free market economies, it should also be observed with Zuboff that “[s]urveillance capitalism is not the old capitalism . . . [but] is instead defined by an unprecedented convergence of freedom and knowledge”. Whereas F.A. Hayek, drawing on Adam Smith, had defended market freedoms and the price mechanism because nobody has access to all the information needed to allocate resources efficiently, Big Tech continues to defend and profit from free markets while possessing unprecedented amounts of knowledge about market actors.

The role of venture capital in the US context should also be noted. Attracted by visions of changing the world and the promise of hyper returns, an enormous wave of private capital has flowed in search of the next tech success story. However, private equity often prioritises founders’ “energy and spirituality” and the immediate growth, especially of users, over questions of governance or avoidance of negative externalities. By contrast there is a shift in focus to governance and negative externalities as the company seeks to access the public markets, though by this time it may be difficult to change “hardwired” behaviours.

Although the biggest Big Tech firms are based in the US, similarly large firms offering competing products and services exist throughout the world. The largest and most important of these are located in China, where Big Tech business approaches have taken root in a very different political and economic context. Politically, China’s one-party state means that political power rests with the Chinese Communist Party, which is unafraid to exercise power in ways that depart from Western liberal democratic norms and sensibilities, as evidenced from its treatment of the Uyghurs in Xinjiang and its enactment of the National Security Law in Hong Kong. Economically, while China is nominally a Communist country, its economy has in practice high levels of free market entrepreneurial activity which interact variously both in cooperation and in conflict with the Chinese state.

China’s tech culture has been characterised as having several significant features. It is vast, fast growing and highly innovative and rather than establishing market leadership in one market in the way that Google leads in search, Facebook leads in social media, Amazon leads in retail, and so on, the largest Chinese tech company’s products tend to act as portals to the entire internet: Tencent’s WeChat mobile app, for example, delivers functions that would be associated in the West with WhatsApp, Facebook, Zoom, Instagram, Apple Pay, Uber, Bookings.com, Deliveroo, Skyscanner, and so on, all on one platform. In part enabled by this, Chinese tech companies are amassing vast amounts of high-quality data, tracking not just online behaviour as US companies do, but also mapping people’s real-world purchases, meals, locations, movements, and uses of public transport.

The relation of Chinese Big Tech companies to the Chinese state is complex. The Chinese Communist Party has written itself into the articles of association of many of the

Assistant to the President for Technology and Competition Policy.


37. Tencent (founded 1998) and Alibaba (1999) were founded before Facebook (2004) and around the same time as Google (1999). The Chinese versions of Pinterest, Twitter (Weibo), and PayPal (Alipay) are already larger and increasingly broader in scope than their US counterparts.


39. China has nearly one billion smartphone users and Didi, for example, which is a ride-hailing e-taxi service similar to Uber and Lyft, has over 550 million users, greater than the population of the USA.

country’s biggest companies, ensuring that it has some level of internal influence on their decision-making.\textsuperscript{41} The Personal Information Protection Law (PIPL) limits how companies collect, store, and use personal data and was based on the EU’s GDPR framework, but has been criticised for not restraining the state surveillance system.\textsuperscript{42} Under its Cybersecurity Law, all network operators are also required to monitor user-generated information for prohibited content, which is vaguely defined but includes various ethnic, religious, and linguistic groups and testimonies from Uyghurs about arbitrary detentions in Xinjiang.\textsuperscript{43} This regulation leaves Chinese users with a highly censored and monitored version of the internet\textsuperscript{44} and gives wide opportunities for the government to interfere with companies’ operations.\textsuperscript{45} On the other hand, the devolution of monitoring of content to companies has in practice led to their applying directives inconsistently and at times in defiance of government demands.\textsuperscript{46} The rising power and commercial success of Chinese Big Tech has led to a backlash, with evidence of a crackdown by the Chinese government resulting in significant penalties for anti-competitive behaviour\textsuperscript{47} and illegal data collection.\textsuperscript{48} This has been attributed by some commentators to the government’s ambition to replace Big Tech (which focuses on e-commerce, gaming and chat) with Deep Tech (which enables smart cities, self-driving cars, cloud computing, and ubiquitous AI).\textsuperscript{49} This in turn has created considerable uncertainties for companies and investors looking to invest in China.

56 The difference between the Western experience of the internet and the Chinese experience of it, when taken with other growing internet universes such as India, has led to increasing talk of the “splinternet”, at least in a regulatory and jurisdictional context. However, the differences should not be overstated, at least in a corporate tech and financial context. Chinese tech companies are deeply entrenched in an intertwined and global tech system in terms of ownership, reach, technical expertise and influence. Tencent, for example, is headquartered in Shenzhen, incorporated in the Cayman Islands and has the South African group Naspers as its largest shareholder. In turn it has been a consistent investor in non-Chinese companies.\textsuperscript{50} In 2020, the Bytedance-owned app TikTok (including its Chinese version Douyin) overtook Facebook as the most downloaded social media app in the world.\textsuperscript{51} Facebook’s largest market is India, not the US,\textsuperscript{52} and together China and India

\begin{itemize}
  \item See Jennifer Hughes, “China’s Communist party writes itself into company law”, Financial Times, 14 August 2017, available at: https://www.ft.com/content/24b12835-80db-11e7-94e2-c5b903247afd.
  \item As of December 2021, a website run by the anti-censorship group Greatfire.org, which tracks the availability of apps in different countries, had identified 8,390 apps that were unavailable in Apple’s China store compared to other app stores. See App Store Monitor, available at: https://applescensorship.com/app-store-monitor/na/CNP=en.
  \item Mercedes Ruehl and Primrose Riordan, “Tencent boosts global investments as Beijing cracks down on gaming”, Financial Times, September 2021, available at: https://www.ft.com/content/422e3bd4-6c0c-493c-b888-883d331a89b9.
  \item “Leading countries based on Facebook audience size as of January 2022”, statista, available at: https://www.statista.com/statistics/268156/top-15-
have more mobile data traffic than the US and Europe combined.\textsuperscript{53}

\textbf{(II) THE ATTENTION ECONOMY BUSINESS MODEL}

\textsuperscript{57} The surveillance-based attention economy business model\textsuperscript{54} is one particular way of extracting value from the massive technological advances detailed in paragraph 39.

\textsuperscript{58} One of those advances—the internet—can be conceptualised as a constant dialogue between different networked computers, whether these be mobile devices, desktop computers, servers or mainframe computers. When we open any web page we enter a system of connections. Immediately the device we have logged on with will send information, such as its internet protocol (IP) address, browser type, language preference, and possibly other information such as one's physical location or username, to other networked machines, and will in return receive data (such as a web page) back. This incessant process of sending and receiving packets of information continues even when we are not using our device, and is part of the proper functioning of the internet.\textsuperscript{55} This constantly alert, networked infrastructure was not invented by Facebook or Google, nor do they represent the original vision of a democratising, empowering technology dreamed of by the early internet pioneers. They and other tech companies have amplified and leveraged the internet's possibilities to create new industries that they dominate and often in practice set the rules for. Although their business model may in some contexts seem like the only way the infrastructure of the internet can be implemented, the exchange of information that constitutes the internet does not of itself require the data extraction, ad-based monetisation, or other particular features that characterise the attention or surveillance paradigm. In the same way, internet services such as online dating apps, travel comparison services and instant messaging services do not require this model to exist either.

\textsuperscript{59} So how does the attention economy business model work? In essence, the answer is simple: “Senator, we run ads”, as Mark Zuckerberg summed it up, famously shattering the illusion of Big Tech as an altruistic provider of free services.\textsuperscript{56}

\textsuperscript{60} An attention economy or targeted-advertising-based model can be broken down into five steps.

(a) Harvesting and aggregating users’ personal data

\textsuperscript{61} Every time we go online, we give others the opportunity to gather data about us. Some of this data is \textit{personal information}, such as our date of birth, marital status, or credit card number, which we are free to share or withhold at various points in our online experience. But much of it is \textit{personal data} in the form of metadata, which can be acquired invisibly from every keystroke or mouse click we make when we are online.

\textsuperscript{62} This personal data is collected whenever we use a mobile app, visit a website, interact on social media, do online shopping, use geo-location services, play a game on a VR headset, talk to digital assistants such as Alexa or Google Assistant, or upload health and other data from wearable technology. And increasingly personal data can be taken from our use of the internet of things: smart doorbells and home security.

\textsuperscript{55} We should also not forget the physical realities of digital platforms. Kate Crawford depicts a blueprint of the physical infrastructure of a Google data centre on the banks of the Colombia River in Oregon. Its three vast data centres, each the size of a football field, use enough energy for 82,000 homes. Data centres such as this are not clouds or ephemeral connections: they are vast physical constructions requiring energy, human labour and natural extraction, networked to a network of networks via a constantly alert system of cookies, browsers, switches, gateways and code. Kate Crawford, \textit{Atlas of AI: Power, Politics, and the Planetary Costs of Artificial Intelligence} (New Haven, CT: Yale University Press, 2021).

\textsuperscript{56} Mark Zuckerberg, testifying before Senate, as reported by NBC News. See “Senator, we run ads”, Loucas Ferekides Youtube channel, 11 April 2018, available at: https://www.youtube.com/watch?v=GGTWUoxKhGQ.
smart lighting and heating systems, remote health and childcare monitoring, and so on.

This amounts to increasing levels of “datafication”, i.e., the rendering as digital information of every aspect of our individual and social lives. Spaces and surfaces that once were regarded as “analogue” and unamenable to external observation or information gathering have become subject to potential surveillance.

The use of such metadata is formally legitimated by the user’s consent to the terms of conditions of service.

However, these terms of service are lengthy, often written in opaque legal jargon, seemingly designed not to be read by the user and offering no opportunity to be selective in their acceptance; accordingly, they are rarely even given a casual glance by the vast majority of users before they click “I Agree”. It is reasonable to assume that most users have no idea how their data is being used, who it is being shared with and what impact it may have on them or indeed what they have formally consented to.

In practice users are denied any meaningful choice. Of course, they are formally free to withdraw from a platform (though this can be an inconvenient obstacle) or not to sign up to it in the first place. But for a teenager, say, all of whose friends use a particular platform, the option to “accept this platform’s terms of service or don’t use the platform” represents freedom of choice in name only. For example, schoolchildren whose teachers had chosen Google Classroom to access learning from home during the COVID-19 pandemic had no choice but to consent to the platform’s terms and conditions in order to continue their learning.

Inevitably this asymmetry weights the contractual power on the side of the company—as it does in many similar kinds of consumer contracts. However, given (i) the value that accrues to tech companies from possessing large amounts of data, and (ii) the widespread ignorance of this value or wilful apathy with regard to it on the part of individual users, there is particularly good reason to think that individuals do not fully understand what they are consenting to. While projects such as ToS;DR, which seek to create a transparent and peer-reviewed process to rate and analyse company terms of service and privacy policies, are helping to inform users, their influence to date has remained limited.

For these reasons, the consent given by the user can at best be described as imperfect. Whether or not users mind about this is another matter, and varies between people and across cultures. Some care but feel they have little choice. Others like the targeted advertising it makes possible, and enjoy the personalisation it offers.

57. One impact may be personalised pricing where businesses may use information that is collected or inferred about an individuals’ characteristics to offer different prices to different consumers. See “Pricing algorithms: Economic working paper on the use of algorithms to facilitate collusion and personalised pricing”, Competition & Markets Authority, CMA94, 8 October 2018, available at: https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/746353/Algorithms_econ_report.pdf.
58. One estimate suggests that the average American “would need to set aside almost 250 hours to properly read all the digital contracts they accept while using online services”. Nicholas LePan, “Visualizing the Length of the Fine Print, for 14 Popular Apps”, Visual Capitalist, 18 April 2020, available at: https://www.visualcapitalist.com/terms-of-service-visualizing-the-length-of-internet-agreements/.
60. In many countries around the world financial regulation imposed after the global financial crisis of 2008/9 mandated stricter standards of transparency and fairness to customers particularly with regard to understanding terms and conditions.
61. Terms of Service; Didn’t Read (ToS;DR) at https://tosdr.org.
(b) Maximising users’ attention

69. The more time a user spends on a website or a social media platform, the more data they are liable to cede, and the more a user shares the less likely they are to leave the platform.63 There are therefore huge incentives for companies seeking to harvest large amounts of data to sustain their users’ attention. An ecosystem of algorithms including content recommendation algorithms (which decide what appears in users’ personal newsfeeds or via autoplay) and “people you may know” algorithms (which encourage users to join particular groups or connect with certain users)64 combine with other persuasive technologies to influence the content users see and how they interact with it.65 As a former software engineer at YouTube said, “YouTube’s top priority is not to help us learn to play the accordion…or see a new city—it’s to keep us staring at the screen for as long as possible, regardless of the content.”66

70. Companies have therefore invested very heavily in “persuasive technologies”. These are deliberate techniques designed to facilitate continued engagement, by exploiting psychological triggers, rewards and other elements of habit formation to manipulate user behaviour and “hook” users to products. Innovative persuasive techniques have been elaborated and taught to generations of tech students67 to make products accessible,68 frictionless69 and habit-forming.70 Examples of persuasive technologies include features very widely used in online environments, such as:

- “likes” or “streaks”—which stimulate the rewarding neurotransmission of dopamine;72
- tagging and notifications—which prompt users to pick up a device;
- clickbait—which piques curiosity;
- “bottomless bowl” scrolling—so that the user never reaches the end of a newsfeed;
- default choice architectures—which nudge users towards choosing particular options;
- “dark patterns”—which trick users into actions they didn’t intend, such as taking out a premium subscription or clicking on an advert that looks like a navigation button;73
- “sludge” or excessive frictions—which make it hard for users to act in their best interests such as cancel a subscription or opt out of notifications.74

71. These persuasive technologies, combined with recommendation algorithms, draw users in by

---


64. Algorithms are ordered sequences of instructions that enable computers to solve problems. A simple algorithm might instruct the computer to “add 2” to the number inputted, and output the result. Algorithms can be used to perform calculations, process data, automate reasoning, and so on. A recommender algorithm is a set of computer instructions that takes previously inputted data (for example, films a person has watched, in the case of Netflix) and outputs recommendations ("if you liked x and y, try z"). Facebook’s News Feed is controlled by a proprietary algorithm that allocates content to each user’s Newsfeed based on who the users are friends with, what kind of groups they have joined, what pages they have liked, which advertisers have paid to target them and what types of stories are getting the most likes, shares and comments.

65. For example, based on geographic location.


67. See for example Stanford University’s Behavior Design Lab, at https://behaviordesign.stanford.edu/.

68. For example, Twitter’s innovation enables anyone to express their view to the world without the need for a blog or website but by simply typing a few words, sharing a photo or video and clicking “post”.

69. For example, Google reduces the cognitive effort and time required to search for the internet by auto correcting spelling, saving passwords and auto completing forms. It will also suggest predictive results based on your search history.


71. For an explanation of Snapchat Streaks, see “I’ve lost my Snapstreak”, Snapchat Support, at: https://support.snapchat.com/en-GB/a/snapstreaks.


73. Harry Brignull defined the term “dark patterns” as instances where designers use their knowledge of human behaviour (e.g., psychology) and the desires of end users to implement deceptive functionality that is not in the user’s best interest. See “What is deceptive design?”, Deceptive Design, at: https://www.deceptive.design/.

piquing their curiosity or exploiting their natural tendency to choose the option that requires the least expenditure of energy. They also work by manipulating people’s social emotions. For example, the number of likes, shares, comments, retweets, friends or followers one achieves easily becomes an index of one’s popularity or social success. A notification that one has been tagged creates a mild social obligation to respond with a like or a comment. And fear of missing out (FOMO) is among the reasons why, when one has a spare moment without anything else to do, the reflex response is to reach for one’s smartphone.  

72 It is important to note that these processes do not rob us of our capacity to exercise choice. While there is considerable discussion of the senses in which social media can be addictive for some people, defenders of digital platforms also cast doubt on the extent to which people become helpless victims, deprived of free will. Individual users bear some responsibility for the way they interact with digital platforms, for the self-control they exercise and the habits they form. Casting them simply as passive in the face of inexorable technological forces runs the risk of denying them the very agency they can in fact learn to develop.

73 Nevertheless, even if these persuasive technologies and the like do not formally impinge on our freedom, in the sense that we are not finally externally or internally prevented from choosing differently, they are very effective at nudging our behaviour in particular directions. We may not become automatons as a result of such persuasive technologies, but we do become more likely to spend time on social media than we might have done otherwise and when we are online we are more likely to participate in networks that are more clustered than in those we develop in real life (i.e. our online networks are likely to include people that are more like us with shared preferences, interests and behaviours and are more tightly knit with multiple shared connections within clusters and fewer connections across different clusters of people).

74 It is in principle possible for terms and conditions of service, and even for some uses of persuasive technology, to be implemented in ways that are genuinely beneficial to the user. Nudge techniques, for example, work in similar ways to persuasive technologies. They also alter people’s behaviour in predictable ways without compelling compliance, and are widely used in ways that are of value to those subject to them, for example by health services: “take one pill a day after breakfast” on a prescription is more effective in ensuring patients consistently take their drugs than “take one pill a day”.

75 However, as used by Big Tech companies, there is a huge asymmetry of power between software designers and the AIs located in large corporations, on the one hand, and the individual user with their smartphone, on the other. And it is clear that they are aware of this. As internal Facebook documents show, algorithmic technologies and persuasive techniques are often experimented with, resulting in significant negative consequences for individuals, society

79. Allcott, Gentzkow and Song, “Digital Addiction”.
and politics; many of these are downplayed publicly and only addressed with retrospective action once a crisis has escalated.

(c) Analysing this data by AI/machine learning algorithms

The data which is obtained from users is analysed using algorithms, AI and machine learning techniques, in order to discover patterns in users’ behaviour. Machine learning is a technique of analysing data increasingly widely used in many contexts: speech recognition (e.g., Siri or Alexa); facial recognition (e.g., photo tagging); spam and malware filtering; search engines; customer support (e.g., through chatbots); medical diagnosis (e.g., analysing tissue samples); fintech (e.g., for credit scoring or computational trading); machine translation (e.g., Google Translate); etc. Amongst the varieties of machine learning are “supervised learning”, where a computer is given a problem to which the answer is already known (e.g., where an image is known to be of cancerous cell tissue), and the computer builds up increasingly accurate methods of identification; and “unsupervised learning”, where a computer has to discover patterns in the data without any prior assumptions about what the correct result may be.

The refining of the algorithms which are at the heart of machine learning depends crucially on massive amounts of data: quite understandably, data is dubbed the “new oil” or the “new sand”.

Persuasive technologies are designed to maximise users’ onscreen time, but it turns out that onscreen attention time is increased not just by features deliberately engineered in, but also by unintended aspects of users’ behaviour which influence both the amount of time spent online and the type of material that they are likely to be exposed to.

For example, recommendation algorithms optimised for increased user engagement and a high viral coefficient will direct users’ attention towards posts, videos, etc., of a similar kind to those that they have already liked or shared: users are more likely to want to see things that they have previously shown they are interested in, and the items they are more likely to be interested in are those they find emotionally engaging. However, it turns out that certain emotions are more likely to elicit a response than others: in particular, if something incites fear or anger, it is more likely to be shared, which may become a matter of concern if, for example, that fear or anger inflames hostile or prejudicial attitudes. It also turns out that the likelihood of an item being shared is negatively correlated to its truthfulness: according to one study, fake news is shared six times more frequently than economy/data extraction business model and it appears that very little work is being done to explore new approaches that might bear fruit with smaller datasets. Access to metadata is therefore of vital importance to sustain these business models. When a 2021 upgrade of Apple’s iOS gave users the active choice to opt out of data tracking, early reports suggested that 85% of users worldwide had opted out, prompting one commentator to speculate that Facebook could be “gone in ten years”.

Due to the high energy requirements associated with massive datasets, the lack of focus on sparse-data machine learning is likely to be of increasing environmental focus in coming years.

Margaret Taylor, “How Apple screwed Facebook”, Wired, 19 May 2021, available at: https://www.wired.co.uk/article/apple-ios14-facebook. At first sight this might seem in conflict with the evidence that people don’t care about companies taking their data (paragraph 68); but they may care enough to respond to an active choice presented to them, not enough to reject Ts and Cs they are offered on a take-or-leave basis.
responsibly-sourced news, because of its higher emotional content and unexpected information content.\textsuperscript{86} Algorithms optimised for engagement and a high viral coefficient have no stake in either the truthfulness or the moral worth of the item being shared, only in the likelihood that they will increase time spent on a site: for this reason they should not be described as a neutral technology.\textsuperscript{87}

\textbf{80} Another feature of using algorithmic systems that has received much attention is the danger of unintentionally and unacceptably biased algorithmic outcomes. This has been associated with the use of unacceptably biased datasets for training AIs. For example, datasets which disproportionately associate black people with criminality will have their biases replicated in any machine learning systems based on them, leading to a variety of discriminatory and oppressive results in the context of policing, judicial sentencing and insurance.\textsuperscript{88} Automated eligibility systems for access to welfare assistance have consistently stigmatised those who are black, poor, or working-class.\textsuperscript{89} But it also arises in the context of internet search and social media: although one might have thought search engines and social media platforms would have an interest in eliminating systematic bias in their data analysis, since bias leads to more inaccurate identification of user groups and therefore less effective targeting of advertising, in practice both Google’s and Facebook’s ranking algorithms have been found to reinforce racism and sexism.\textsuperscript{90}

\textbf{81} Attempts to address algorithmic bias via automated systems of algorithmic fairness have not been able to replicate the context-sensitive and intuitive notions of fairness rightly demanded both by a moral sense of natural justice and by legal systems.\textsuperscript{89} Moreover, tech companies jealously guard their proprietary algorithms and the results these generate, with the result that there is no independent means of verifying the extent to which bias or discrimination has occurred.

\textbf{(d) Predicting users’ future behaviour on the basis of this analysis}

\textbf{82} Analysing personal data allows tech companies to infer an enormous amount of information about their users. This includes not only immediate deductions about consumer behaviour (which online stores users visit, which brands they prefer, which items they end up buying, etc.), but also less immediate insights into users themselves. Tristan Harris for example lists the following amongst things platforms can easily predict:

- whether you are lonely or suffer from low self-esteem;
- your Big Five personality traits with your temporal usage patterns alone;
- when you’re about to get into a relationship;
- what your sexuality is before you know it yourself;
- which videos will keep you watching.\textsuperscript{92}

\textbf{83} All this can be done without knowing—or at least without passing on—any individual’s


\textsuperscript{87} It should be noted that in principle these mechanisms operate in relation to fake news that appeals to those on the liberal-left as much as to those on the political right.


\textsuperscript{89} Virginia Eubanks, Automating Inequality: How High-Tech Tools Profile, Police and Punish the Poor (New York, NY: Picador, 2018).


identity as such. With the aggregation of data, if one knows that persons A, B and C like all of x, y, and z (whether those be particular films, clothing brands, or favourite beers), then if person D likes x and y then they are also likely to like z—all without knowing the identity of any of the individuals concerned. It is the power of aggregation, matched with the probability that people will behave in ways that can be predicted on the basis of their similarity to others with similar traits, that gives rise to the sometimes uncanny sense that the internet is listening in.

84 But of course, the more one knows about an individual (their gender, their geographical location, and so on, and most importantly who they are) the more valuable the information about them will be. Datasets become significantly more valuable when they are cross-tabulated against each other. Google, for example, combines datasets for each user from free services such as Chrome, Android and Gmail to support its core business, using Google Accounts to unify each user’s activity and to improve targeting of advertising. Users gain highly functional apps, while Google learns something highly monetisable.

85 Some have maintained that the effect of the analysis of large amounts of personal data is not just that user behaviour can be predicted, but that it can to some considerable extent be guided. Zuboff, for example, maintains that the ultimate goal of Big Tech is to herd us towards guaranteed outcomes, in which “it is no longer enough to automate information flows about us; the goal now is to manipulate or automate us.” Whether or not this is the conscious intention of Big Tech companies (about which there is scope for doubt), it is the case that at the aggregate level to be able to predict is also to be able to guide—the fact that increased advertising typically correlates to increased sales is all that advertisers need to know, regardless of the mechanisms by which advertising is effective in relation to individual consumers.

(e) Monetising these predictions by marketing them to advertisers

86 The power this gives to Big Tech companies far outweighs anything the traditional print or broadcast media can offer to advertisers. The relatively crude audience segmentation that a television company can manage (audiences for daytime TV vs those for early evening or post-watershed viewing, for example, informed by data from statistically-based audience research), cannot match the highly targeted micro-segmentation of markets that an online platform can achieve based on detailed knowledge of its users’ characteristics and preferences and supported by users’ feedback and shares.

87 Key to this is the process of real-time bidding (RTB). A single visit to a website can prompt an auction among advertisers which can result in a person’s personal data being seen by hundreds of organisations. Real-time bidding allows online advertisers to compete for available advertising

96 “The evidence suggests that…UK publishers earned around 70% less revenue when they were unable to sell personalised advertising but competed with others who could.” The Competition and Markets Authority, “Online platforms and digital advertising: Market study final report”; 1 July 2020, p. 15, para 44, available at: https://assets.publishing.service.gov.uk/media/5efc57ed3a6f4023d242ed56/Final_report_1_July_2020_.pdf

97 According to one authority, segmentation categories include “survivors of incest, rape and sexual abuse, people with mental health issues, impotence or infertility…[Data brokers are able to] target vulnerable people in a way that print media is not capable of.” Testimony of Pam Dixon, Executive Director, World Privacy Forum, before the Senate Committee on Commerce, Science and Transportation hearing, “What Information Do Data Brokers Have on Consumers, and How Do They Use It?”, 18 December 2019, available at: https://www.commerce.senate.gov/2019/12/what-information-do-data-brokers-have-on-consumers-and-how-do-they-use-it.

space by viewing bid requests which contain information about the user including a unique identifier, the user’s IP address, browser, location, time zone, language, device type (desktop/mobile, brand, model, operating system). The RTB ecosystem may also augment the data collected with information from other sources in a process known as “data matching” or “enrichment”. That may include micro information relating to the audience segmentation of the user such as whether the user is of “very low net worth”.99 This open auction process involves several hundred organisations processing personal data of website users—much of which is aggregated, disaggregated, traded, passed around and ends up in the hands of government agencies.100 Millions of bid requests are processed every second utilising automation, which involves the packaging of multiple data sources into user profiles shared openly throughout the ecosystem.

88 It is important to remember that it is not user data that is sold, but the ability to target advertising more precisely. It is therefore not the users of online platforms who perform searches or enjoy free social media who are the customers, but the advertisers and market researchers. In the celebrated saying, “When the product is free, you are the product”—or more precisely, knowledge about your likely preferences and therefore the opportunity to influence your future behaviour is the product that is sold.

89 The proportion of all advertising revenues that have gone to just two companies, Google and Facebook, has led to a market near-duopoly which controls approximately 60% of the total U.S. internet advertising market, as well as the vast majority of year-over-year growth within it.101 It is also important to note that Google and Facebook do not simply sell advertisements to marketers that appear on their own platforms. They also dominate across the breadth of the supply chain. Google, for example, can in a single transaction, act on behalf of both the advertiser (the demand side) and the publisher (the supply side), whilst also operating the ad exchange that connects these two parties.102

90 The access users have to services for free means that in the US monopoly regulations have not to date been applied to Big Tech platforms, as is discussed further below. But this does not mean that there is not the potential for abuse of quasi-monopoly powers over attention economy businesses’ true customers, i.e. advertisers.103 This has proved disastrous for many traditional print media platforms whose business model has depended on advertising; perhaps most notable amongst these have been local and regional newspapers in many parts of the world, which have been unable to maintain their independence and often their ongoing viability as sources of revenue have dried up.104

102. For example, a user viewing content on YouTube will have their impression sent to a Supply Side Platform (SSP) such as Google Ad Exchange which broadcasts it to an ad network such as Google AdSense or Google AdMob and receives bids from Demand Side Platforms such as Google Ads. See Johnny Ryan, “Learn about Real-Time Bidding”, The Irish Council for Civil Liberties video, available at: https://www.iccl.ie/digital-data/iccl-report-on-the-scale-of-real-time-bidding-data-broadcasts-in-the-u-s-and-europe/.
103. These costs are of course ultimately passed down to consumers: the UK Competition and Markets Authority concludes that the costs of digital advertising, averaging out at £500 per UK household, are likely to be higher than they would be in a competitive market. See The Competition and Markets Authority, “Online platforms and digital advertising”, p. 7.
104. Regulators around the world, including the Australian Competition and Consumer Commission (ACCA), are examining these concerns and regulatory forms are gradually being introduced. The ACCA’s “Digital advertising services inquiry” report in August 2021 made a number of recommendations including that powers should be given to the ACCA to develop sector specific rules to address conflicts of interest and competition issues in the ad tech supply chain. Commonwealth of Australia, “Digital advertising services inquiry: Final report”, Australian Competition & Consumer Commission, August 2021, available at: https://www.
It might be asked whether these practices are different in principle from more traditional forms of targeted advertising, such as the use of loyalty cards by supermarkets. These give them detailed knowledge about customers’ purchasing habits, and enables them to offer price deals, rewards and other inducements in return for continued spending but they lack the ability to track their customers spending, social, dietary habits and preferences and actions even if they never set inside their own store.

Clearly there are continuities between the attention economy business model and this kind of targeted advertising. Both aim to predict and to some extent guide purchasing decisions, based on knowledge of a customer’s previous behaviour and other data about them. Both aim to use psychological and behavioural modification techniques to motivate consumption. But equally clearly, there is a completely different level of ambition on the part of Big Tech, and the use of a whole set of techniques that are not found in mainstream targeted advertising. The extent of datafication and the techniques used to collect it, the range and sometimes illegal tying of sources of personal data on which Big Tech surveillance draws (for example Google’s bundling of its search engine and Chrome apps into its Android mobile operating system), the increasing sophistication of persuasive technologies, the deployment of advanced machine learning techniques, and the asymmetry of power/knowledge between the user and the company, bolstered by lobbying: these all point to an intensification of a long-standing dynamic that is certainly a difference of degree, and arguably a difference of kind.

When we turn to consider the impacts of the attention economy business model, we should not forget or neglect the many benefits to human flourishing and to the common good which this rapid technological innovation has provided. As we noted at the outset (paragraph 39), these include sustaining relationships with family and friends, enabling the delivery of healthcare, offering powerful new channels for political expression, and making information available on a scale hitherto unknown to individuals and communities, in the Global South as much as the Global North. All of these unquestionably contribute to the human good.

But while these benefits are real, it is also the case that Big Tech products and services have been developed and optimised without adequately attending to their long-term impact on people and communities, and the scale and importance of their activities suggest that these impacts can no longer be ignored. There are many problematic personal and relational impacts that need to be taken into account.

The addictive nature of social media, the attractions of recommender algorithms, the seductions of clickbait, are all aspects of the way in which persuasive technologies have been designed to influence people’s behaviour in ways that can diminish their flourishing as persons. So, people come off their mobile phones guiltily or ruefully, with a sense that it has not been time well spent. Unsurprisingly they find themselves less able to focus for long periods of time, to think in depth, or to solve complex problems: the concentration needed for deep attention is less easy to summon.
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Further reading:

105. It is worth remembering that Vance Packard’s early exposé of subliminal advertising techniques, The Hidden Persuaders, was published in 1957, over sixty years ago.


107. Robert Cookson, “Google, Microsoft and Amazon pay to get around ad blocking tool”, Financial Times, 1 February 2015, available at: https://www.ft.com/content/80a8ce54-a61d-11e4-9bd3-00144feab7de?siteedition=uk#axzz3QbumsIf6.

There is a danger that people’s perception of what is worthwhile or valuable is distorted. The pressure to achieve likes or retweets or followers, and the risk that virality comes to be confused with fame and popular appeal. The desire to look more appealing means that people will tend to hide their more vulnerable side, or conversely broadcast their vulnerable side—both of which are easier to do when one is communicating through carefully honed messages rather than through the hesitancies and unpredictabilities that make up face-to-face conversation. Similarly, the desire to be liked means that people are less willing to share an opinion if they think their friends may disagree with it, but this becomes even more likely if the medium of communication rewards simpler emotions and less nuanced thoughts, and doesn’t facilitate the give-and-take that might lead to more complex or thought-through conclusions.

Conversely, it can be easier to be unkind when the person you are addressing is not physically present in front of you, but appears in the form of text on a screen, problems which are much enhanced on platforms and in forums where anonymity is the norm.

The effect on people’s physical and mental health has been widely reported. Stress, loneliness, feelings of addiction and increased risky health behaviour, have all been associated with increased social media use. People are liable to be less empathetic, more prone to confusion and misinterpretation in their relations with others, and less able to attend or be present to others. Online behaviour has an impact on offline behaviour: participating in sexist behaviour on Twitter has been shown to increase the levels of hostile sexism in the workplace. Yet it could be argued that positive changes regarding climate change and racial justice would not have gathered as much momentum had they not been amplified on social media platforms.

Whilst all of these are serious issues for adults, they are much more so for children who have not learned the resilience to counter the effects of large amounts of time spent online. A ledger of stories collected by Sum of Us about how confidential online platforms (like Instagram, Facebook, TikTok, YouTube or Roblox) have negatively impacted a child, make distressing reading. Studies suggest that children and young people experience reduced attention spans, shallower cognitive abilities, and loss of identity because of their engagement in social media. The search for instant positive gratification through receiving immediate and superficial responses is liable to teach them that negative emotions happen to losers, rather than being a normal part of life that everyone has to learn to cope with.

All of these represent dimensions in which our capacity to flourish as persons and flourish in relationships is being compromised. The more our mobile screens gain our attention, the more danger we are in of being drawn away from the true and the good to the entertaining and the superficially appealing. Persuasive technologies gnaw away at our power of freedom and self-determination, and erode our capacity to “want what we want to want”.


Williams writes, “to the extent that we take these fundamental capacities to be among our uniquely human guiding lights, there’s a very real sense in which epistemic distraction literally dehumanizes.”\footnote{114. James Williams, Stand out of our Light, p. 80 (italics original).} All of this makes it more difficult for us to lead undistracted lives or to be our best selves.

(b) The threat to privacy

A second area of concern involves the right to privacy. In human rights terms, there are three dimensions of privacy:

- the freedom from intrusion into our private lives;
- the right to control information about ourselves;

As Amnesty International has argued, each of these is under threat from the activities of Big Tech. Human rights jurisprudence has consistently interpreted the right to privacy to permit interference with privacy only when legal, necessary and proportionate, but the scale of data gathering undertaken by Facebook, Google and others, even if it is legal, is not remotely necessary or proportionate. The right to control information about ourselves has been given clear articulation in the EU’s General Data Protection Regulation (GDPR).\footnote{116. Amnesty International, “Surveillance Giants”, pp. 19–22.}

Any organisation processing the personal information of individuals located in the European Economic Area must implement basic data protection principles. Amongst its provisions are that information processing may only be carried out in accord with a limited number of lawful purposes; consent must be clearly specified, without a clear imbalance between a data controller and the individual.

102 Once information has been amassed about individuals, unless it is actively destroyed it remains there as an aggregated body of data, at the company’s disposal; even if it is destroyed, it remains forever encoded in the algorithms that it has been used to train. It is liable to be subject to data breaches: perhaps the most infamous and significant example of this was the acquisition of the data of up to 87 million Facebook users by the British firm Cambridge Analytica, data which was subsequently used to provide support through targeted political advertising of the 2016 presidential election campaign of Donald Trump. It can be obtained by government security agencies.\footnote{117. Byron Tau, “How Cellphone Data Collected for Advertising Landed at U.S. Government Agencies”.} It can be inappropriately used: the biggest GDPR fine issued to date is against Amazon for using its users data without their free consent.\footnote{118. Matt Burgess, “Why Amazon’s £636m GDPR fine really matters”, Wired, 4 August 2021, available at: https://www.wired.co.uk/article/amazon-gdpr-fine.} It can be used for political surveillance by the security agencies of non-democratic regimes: the most compelling examples of this are in China, where mass surveillance systems are operated together with the social credit system which is currently under development, all with the co-operation of Chinese tech companies.

In the European Union the GDPR came into force in 2018, providing a range of strict provisions about the use of data and increasing the control individuals have over their data.\footnote{119. GDPR is retained in the UK as the UK GDPR. The Data Protection Act 2018 is the UK’s implementation of the General Data Protection Regulation (GDPR).}
and may be revoked; individuals have the right to access the personal data an organisation holds about them; and breaches of sensitive data must be reported. Whilst data protection regulations such as the GDPR have strengthened the control individuals have over their data, there are concerns that data protection regulations have been used by some large platforms as an excuse to restrict access to data for third parties such as academics, small companies or publishers, while sharing it without restrictions within their own “walled gardens”. There are also concerns that in some circumstances a blanket prioritisation of individual privacy can inadvertently protect bad actors. Thus, end-to-end encryption (E2E) does nothing to protect the collection of metadata (how long you talk, who you talk with, how often, where and who is nearby), but it may for example prevent the detection and mitigation of child sexual abuse material online.122

104 These concerns about privacy remain relevant even with the recognition that worries about it differ between cultures, countries and indeed individuals. It is often maintained, for example, that perhaps arising from the Confucian ideal of harmony Chinese citizens are more willing to acquiesce in the development of state-led surveillance and the public reputation management channelled by the social credit system in exchange for an orderly, stable society and effective government. And one might well expect a similar trade-off to be made in other societies. But regardless of how any particular individual or society balances out the goods, it remains the case that the right to privacy protects aspects of human life that are important for human flourishing.

(c) Social and political impacts

105 Amongst social and political impacts, there are first of all the occurrences of filter bubbles and echo chambers. Most people tend to follow and to like and share posts from people they trust, i.e., friends and family members, and those whose opinions they share; that is, they will form “preference bubbles” with people they have consciously chosen to engage with. They will also receive content or group recommendations pushed by algorithms which are similar to those they or their friends have already indicated an interest in or sympathy towards through their online activity, but which they hadn’t actively chosen: these form “filter bubbles”, i.e., items filtered for them by algorithms.124 This means some people see the same content time and time again and others will not see it at all.125

106 These processes at first sight seem innocuous. After all, as tech company representatives argue, most people prefer to see prioritised on their feed content that is from people they know or is related to their interests. Those that don’t want this can (in many cases) switch to chronological settings.107 However, often the default setting will result in people hearing the opinions of those that they trust and broadly agree with. They are relatively unexposed to views they are unfamiliar with expressed by people from different backgrounds or walks of life than their own. Coupled with a

---


123. Recommendations based on a friend’s or other contacts’ interests are known as “edge effects”. See Laura Edelson’s testimony to the Joint Committee on the Draft Online Safety Bill, 14 October 2021, available at: https://parliamentlive.tv/Event/Index/f8eb5e28-138c-4ff9-b494-fef97618fb2e.

124. “Similar” can be misleading. For example, during the preparation of this report, a Facebook search in the UK for “teste antigenique” for a holiday in France recommended a group with the word “antisémitique” in its name.

curation feed optimised for engagement, these filter bubbles can be intensified. For example, algorithms are optimised to promote content that is deemed “engaging”—i.e., posts that attract the most likes, shares and comments will be promoted. This means that content that is controversial, divisive or scandalous and attracts more comments is more likely to be seen by other users than say uplifting but uncontroversial posts. In a political context this means that people are liable to live in echo chambers, with their political opinions reinforced: they are apt to be convinced that their views are widely shared, while having very little experience of those who have different social or political understandings. Political parties in the EU have complained that due to the impact of the algorithms they have been forced to skew negative in their communications in order to resonate on Facebook; this has the downstream effect of leading them into more extreme policy positions. And because political opinions are buttressed by sets of political facts or quasi-facts, there is an erosion of a common, agreed fact base—of the kind that public broadcasting and news at its best has tried to achieve—which might otherwise have served as an initial foundation for shared political understanding.

To some extent this is intrinsic to any kind of community, where people with limited information and sympathies try to form opinions about the common good of the community as a whole. But it is intensified where the media of communication reinforce a sense of emotional immediacy, don’t encourage pushback, and give the illusion that one has interacted with a variety of people. Rather than fostering a social and political ecology marked by a recognition of diversity, an understanding of different points of view, and the sense of give and take that comes with genuine debate, the tendency of social media is towards an exacerbated polarisation of society.

While this polarisation is largely an unintended consequence of the way the algorithms are currently programmed, another social and political impact depends on deliberate intervention by users. Social media—like the internet in general—provide a largely unconstrained and often anarchic space that encourages self-expression and free speech. This is crucial for the articulation of unpopular opinions, the flourishing of novel forms of artistic expression, the expression of minority voices, etc., whose publication may not otherwise be commercially viable, may be excluded by the editorial decisions of the mainstream media, or may be contrary to the official line of governments. All of these are amongst the benefits that products such as social media and online forums have sustained, and in principle should be applauded and defended by appeal to the right to free speech.

However, particularly when combined with the echo chamber occurrence just discussed, this freedom can be abused and used to spread misinformation, disinformation and hate speech. This contributes to the proliferation of conspiracy theories such as QAnon. When combined with the tendency to reduce complex issues to soundbites, this makes it more difficult...
to deal in a fact-based effective manner with complex global issues such as the Covid-19 pandemic or climate change. The global nature of tech platforms means that companies are often seeking to review and moderate content posted in dialects they have no expertise in. This means that in many countries such misinformation as well as hateful or even illegal content can go undetected and can be amplified to millions of users before being moderated. 130

111 This is not just a feature of social media. Because search engines also segment users by previous searches, geographical location, etc., their automated search suggestions will vary without users necessarily being made aware of alternatives. A user based in one part of the United States may find their search term “climate change is” autofilled with “the greatest threat to humanity” and a list of similar phrases, while in another part it may be completed with “a conspiracy theory” and the like. 131

112 In some cases, there have been severe political impacts as a result. Amongst them have been:

• in 2018, in a context where Facebook is the only access people have to news, the platform acknowledged that it did not do enough to stop incitement to violence towards the Rohingya people in Myanmar;
• the mobilisation of extremist groups through the use of recommender algorithms on Facebook;
• the use of Instagram, Facebook, Twitter and other platforms for influencing election campaigns in several countries around the world in ways that go beyond the limits of ordinary political advertising: these include voter suppression, targeted political advertising branded as news rather than as political advertising, and in the case of the Russian interference in the 2016 US Presidential Election, the creation of thousands of fake social media accounts spreading fabricated evidence to support the candidacy of Donald Trump over that of Hilary Clinton;
• the livestreaming on Facebook, subsequently uploaded onto YouTube and other sites (though soon taken down), of the 2019 shootings at mosques in Christchurch, New Zealand, by a far-right terrorist gunman;
• the use of Twitter by President Trump to summon supporters to a rally in Washington DC on 6 January 2021, to defend his claim that the presidential election had been “stolen” from him, a rally which led to the storming of the Capitol by rioters and deaths.

113 Another social and political impact can be attributed to the business model of Big Tech companies, particularly Google and Facebook. A consequence of the loss of advertising revenue going to traditional print media outputs such as local and regional newspapers has been the loss of a vital infrastructure for journalistic output, removing one of the historic organs for mediating local and regional identity and ensuring a functioning democracy.

114 In general, there is the danger that these impacts of Big Tech business models will contribute to an erosion of confidence in the democratic process and have a deleterious effect on the flourishing of the virtues, institutions and practices that make for healthy democracies.

(d) Are the negative impacts intrinsic to the business model or separable from it?

115 There is much dispute whether the kind of negative impacts identified here are intrinsic to the business model of Big Tech companies, or are contingent consequences of their activities.
To the extent that social media companies such as Facebook or Twitter have acknowledged that there are valid criticisms, they have tended to deflect these away from their fundamental business model, towards society. Thus, for example, the mantra that they are “platform, not publisher”: just as telephone companies are not responsible for what is said on their telephone lines, so social media companies should not be obliged to exercise editorial control over what is said on their platforms. Facebook moreover sets a high store by free speech, and has historically been extremely reluctant to be party to anything that looks like censorship. By allowing free speech, they maintain, inevitably the platform will reflect society: if society has bad actors, it is not surprising that these will be reflected on social media platforms.

For them, the issue is therefore not one of changing the business model or their design choices but of mitigating harms. In this case, regarding free speech on Facebook, the company has sought to address this by processes of content moderation and the setting up of the Facebook Oversight Board, which provides judgements which are intended to be independent about controversial content.

Against this, critics maintain that many of the harms are intrinsic to the business models. Amnesty International, for example, argues that the assault on the right to privacy involved in the harvesting of personal data, and the consequent effects on freedom of expression and opinion, freedom of thought and the right to non-discrimination, amount to a regime of surveillance that has become part of the business models of Google and Facebook. The evidence of many privacy scandals over the years suggests, they say, that “it is difficult not to see these numerous privacy infringements as part of the normal functioning of their business, rather than aberrations”. And this parallels Zuckerberg’s description of Facebook’s decision to release personal information: “We decided that these would be the social norms now, and we just went for it”.

However, it may not be most fruitful to frame the issue as one of distinguishing “harms intrinsic to the business model” (which cannot be changed without posing an existential threat to the companies) from “harms contingently consequent on the business model” (which can be mitigated by changes to design choices). The reason is quite simply that, even if tech companies do face ethical concerns, they do not need to stop existing to be rid of them. Business models are not immutable, monolithic givens: they are the outworking of conscious decisions which can in principle be made differently—indeed the business model of many Big Tech companies has changed over time. Thus, the use of surveillance, massive datasets and persuasive technologies are the direct results of design and monetisation decisions for which these companies are directly responsible. With a different approach to content moderation, market-driven interoperability, reformed governance around optimisation models, and transparency on unintended or unacceptable bias decisions, different outcomes could be produced without requiring a change of business model.

Of course, given the market and financial pressures on companies, it may be very difficult to change or retreat from particular business models, and some companies have responded aggressively to regulatory threats that they perceive as existential in nature. However, change in this rapidly evolving sector and in response to changing consumer demands and global regulatory shifts is constant, and engagement with long-term stakeholders will be vital for the long-term success of these companies.

___
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120. Of course, given the market and financial pressures on companies, it may be very difficult to change or retreat from particular business models, and some companies have responded aggressively to regulatory threats that they perceive as existential in nature. However, change in this rapidly evolving sector and in response to changing consumer demands and global regulatory shifts is constant, and engagement with long-term stakeholders will be vital for the long-term success of these companies.
135. Apple for example introduced tools to limit apps tracking users across the
The final feature in relation to Big Tech that we should note refers to the nature of the market environment in which it operates. This particularly concerns the monopoly, near-monopoly or oligopoly control of markets by particular companies.

In the case of social media, size creates advantages, to the point that there is a self-reinforcing near-monopoly in certain markets, such as social media and search. In the case of social media this is assisted by strong network effects, which render social media platforms more or less natural monopolies: the more users there are on a particular platform, the more others will be attracted to it, since they will want to join the platform that most of those they want to interact with have already joined. First mover advantage may also contribute to a platform’s success (though not always: the social networks MySpace and Friends Reunited were eclipsed by Facebook for a variety of reasons, including the latter’s superior functionality).

In the case of both social media and search, access to more massive piles of data than one’s competitors also increases the superiority of service one can provide: the more data a search engine has access to, for example, the more accurate can be its search suggestions and results, which in turn attracts more users, who then yield more data, and so on, in a self-reinforcing circle which gives yet more to those companies who have already.

The near-monopolistic nature of the hold these companies have on their markets, together with the fact that their services are nearly as important for many people as public utilities such as electricity, water and gas, has led to claims that they should be regarded and regulated as in effect natural monopolies, with enforceable expectations about service levels, guarantees about access to provision, and so on.

The control some companies have over their markets can stifle competition, because of the way they handle their market dominance. Frequently Big Tech companies operate by acquisition of those companies that are innovating or might present a potential threat, and indeed the best that many start-ups can hope for is to be swallowed up as a lucrative acquisition by a large predator company, and it is precisely with that expectation that many of them get venture capital funding. The unenforceability in practice of monopoly legislation, especially (to date) in the US, means that there is often no practically realistic possibility of starting up alternatives that have a serious chance of taking on the incumbent market leaders and remaining independent. One of the consequences of a lack of competition, according to conventional

internet. Facebook, Google and TikTok introduced technical changes to protect children following the recommendations of the UK’s Age Appropriate Design Code. Interoperability allows products and services from competing firms to work together and enables users to freely use or switch between competing products and services while retaining access to their own data and contacts. There are various regulatory moves towards requiring greater interoperability (the Digital Markets Act in the EU and the US ACCESS Act and related bills; see also EU Commission, “A Digital Agenda for Europe”, Brussels, 19 May 2010, COM(2010)245 final, p. 3, available at: https://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=COM:2010:0245:FIN:EN:PDF, but there are both benefits and costs of interoperability, as well as complex trade-offs and the optimal interoperability measures will be context specific (Jason Furman et al., “Unlocking digital competition”).


economic theory, apart from the potential for exploitation of customers, is the smothering of innovation.

As mentioned above in connection with venture capital funding, this market power has been further protected from external criticism or engagement by the adoption by a number of US-based Big Tech companies of a dual or triple-class share structure which grants all effective say in the running of a company to the founders and a select group of original shareholders, in practice disenfranchising all other shareholders. While such an ownership structure may be important in an enterprise’s early stages, since it allows it to raise funds without the original vision being lost to, say, the desire for short-term profits, the lack of appropriate sunset clauses points result in a less than accountable relationship between public shareholders and those with executive power within a company.
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The five principles we discussed in section II are intended to guide our thinking about Big Tech companies, but also about the behaviour of individuals, governments, and other companies and organisations. While the principles are theologically grounded, they are ethical principles or values which are relevant to everyone: their force is moral, and they retain their moral force even if they may also need to be implemented in legislation, regulations or codes of practice to be more fully effective.

**TAKING RESPONSIBILITY**

The first requirement therefore is quite simply a moral one, that Big Tech companies, like all companies, take responsibility for the products and services they create, to ensure that these align with the five principles. Their platforms have often been very effective in enabling humans to flourish as persons and in relationship, have frequently benefitted those who are marginalised or vulnerable, have contributed to caring for creation, and have served the common good in many ways. The industry has worked collaboratively with society to tackle many associated harms. However, too often, when confronted with evidence that they have also been implicated in causing harm, tech companies have attempted to shift their responsibility elsewhere, with the result that serious inconsistencies have often appeared between the public position of a company and the views of its users, employees and executives.

The EIAG expects companies to think proactively about the outcomes of the products and services they pioneer. Rather than seeking to prioritise their self-interest, they should be aiming to ensure their products and services make a positive contribution to the long-term good of society as a whole. We do not expect perfection but we do expect transparency and humility. It is not tenable or productive to dismiss harmful consequences as “unintentional” or simply reflective of the good or ill in society. With their vast global reach and economic size, comes enormous societal influence, and with that influence comes great responsibility: not to solve all the problems they face but certainly to anticipate them and to mitigate them in their design.

As the largest, most powerful companies in the world, they are making a major contribution to the long-term future for all of humanity, and it is essential that they bring their enormous technological capabilities to bear to serve human flourishing and the common good. Given their societal power and their technological capacities, the presumption must be on them actively taking responsibility for the potential harms caused by their platforms and seeking ways to mitigate these, rather than providing ad hoc and reactive solutions to problems pointed out by others.

Because of the vast asymmetry of power between digital platforms and their users, the personal nature of the data they hold about users, and the potential for harm should that data be misused, there is a case for recognising an essential element of care in the behaviour of platforms towards their users which goes beyond the merely contractual. That is, platforms have an ethical duty of care towards their users which should be a guiding principle for framing the terms of service which forms the contractual basis of their relationship.

Because platforms also have a broader influence in relation to society as a whole, this ethical duty of care in fact goes beyond responsibilities towards individual users and extends to responsibilities to society more generally: this is one aspect of saying that they should serve the common good.

---


130. For example, developing and sharing hashing technologies or digital footprints such as PhotoDNA created by Microsoft which has had significant impact on reducing the circulation of child sexual abuse images online.

131. OfCom highlighted that the experiences of the users were often at odds with the communications of a company.
Of course, it is a matter of detailed debate whether particular words or actions count as evils that should have been prevented or as allowable expressions of free speech. Many of the large tech firms have argued that they should not be left with the responsibility of adjudicating the many complex areas highlighted in this review, and that this should be a matter for democratic societies to decide—in the absence of which bodies such as the Facebook Oversight Board have been set up.142

Such reflection on the rules of the road does indeed need to be a joint civil, social and political undertaking, and we acknowledge the role of all stakeholders—including investors—in this undertaking. Yet, for it to be effective, it is essential that the large tech firms assume a moral responsibility to promote human-centred products and services. Such a call to responsibility is central to the core recommendations from Ranking Digital Rights published in 2020: “If the internet is to be designed, operated, and governed in a way that protects and respects human rights, everyone must take responsibility: companies, governments, investors, civil society organizations, and individuals.”143

What are the norms that should be respected in adjudicating these issues? If this is not to be left to either state power or market forces alone to decide, it follows that the norms will need to be based on a set of values. The most discussed value-based alternative in the current discussion about Big Tech focuses on protecting and respecting human rights.144 These include rights of privacy and freedom of expression, but also rights to equal treatment and non-discrimination and others. Excellent work has been done by organisations such as Ranking Digital Rights in working towards international human rights standards on the internet, by evaluating digital platforms and telecommunications companies on relevant commitments and policies.145

We fully and unequivocally endorse this emphasis on human rights: in EIAG’s advisory paper on Human Rights we provide theological grounds for the responsibility of businesses to respect human rights, and for endorsing the human rights expressed in the UN Guiding Principles on Business and Human Rights.146 This commitment to human rights is complemented and framed by the five principles discussed earlier: respecting persons as individuals and in relationship, and standing with those who are vulnerable or marginalised, all require protection of and respect for their rights.

The five principles fully incorporate human rights, therefore. But they are broader and deeper than human rights. They also indicate, amongst other things:

- why it is that we should respect people’s rights—ultimately because they are made in the image of God;
- that protection of rights enables human beings to flourish;
- that rights are set in the context of human beings as relational beings, who are called to love one another;
- that human responsibilities extend to the created world, not just to other human beings;
- that rights are (partially) constitutive of but also orientated to the common good.

142. See Nick Clegg, “You and the Algorithm”.
**SPECIFIC RECOMMENDATIONS FOR TECH COMPANIES**

136 What does responsible behaviour look like?
The emphasis on taking responsibility frames the recommendations made below, and makes clear that the onus is squarely on companies to behave ethically in line with the five principles, even in the absence of external requirements on them to do so.

137 The following recommendations indicate some of the lines which investors may wish to pursue. We recognise that it may not be fully clear yet what a tech industry fully oriented to prioritising human values would look like, which is why it is important to keep the five principles in mind. We also recognise that priorities for engagement will change as opportunities occur and as companies change their policies and practices over time.

138 The EIAG recommends that the NIBs engage with the sector to address these concerns by asking the sector to make four key public commitments with regard to taking responsibility:

a. a commitment to verifiable transparency;

b. a commitment to promote human-centred design;

c. a commitment to enable the flourishing of children and other vulnerable groups;

d. a commitment to foster a tech ecosystem that serves the common good.

139 Regulatory attempts around the world to address the harms raised herein have sought to strike a balance between the responsibility of users to use their products and services appropriately and the responsibility of platforms to provide a safe, fair and non-manipulative environment for users to interact within. How a company collects and processes its data and applies its algorithmic systems to that data is integral to creating that safe, fair and non-manipulative environment. The EIAG recommends the NIBs focus on these two key components of data and algorithmic systems when engaging on the commitments.

**CONCLUSION**

140 It is crucial to recall that there need be no basic conflict between tech companies doing the right thing ethically and doing what is in their and their shareholders’ long-term interests. To the extent that they continue to behave in ways that undermine public trust, they also continue to erode their public licence to operate, which carries business risks and has long-term implications for investor confidence. By contrast, to the extent that they enjoy and deserve public trust, they reward long-term investor commitment and make a genuine contribution to the common good.
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